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A bit about myself

e |EEE SPS Distinguished Lecturer 2023, Program Chair
for ICLR 2023, Singapore 100 Women in Tech 2021,
ISCA Board, APSIPA Board of Governers

e 20+ yrs research experience in speech and language
processing, machine learning

e Supervised 100+ students and staff

 Work experience at MIT Lincoln Lab, USA and
A*STAR, Singapore
* Technology translation: Government deployment, spin- Nancy F. Chen
off companies, IP licensing
e Advisor & tech consultant to startups and multinationals

is presentation is solely for the purptfezgfzgt;\tgj-r:\f{egs C R EAT I N G G R OWT H ) E N H A N C l N G L I V ES

i sentation, in parts or whole without permission is prohibited



Team Members and Contributors of SeaEval
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Doreamon predicted Generative Al 44 years ago?!
[read from right to left, top to bottom]

DO You IF YOU WANT

TELL IT THE STORY

DON'T Ir's SCI-Fl '
DISTURB FUNNY AND MANGA, YOU WANT TO HAVE HIS TEZUKA-SENSEI'S
6AD, 250 POWERFLL, MAKE BOOK? MANUSCRIPT FOR

EXAMPLE

DOES IT THE COMPUTER
J) THIS BOX IS AND ACQUIRE WILL ANALYZE
NOW TEZUKA- SIMILAR SKILLS HIS ART AND
SENSEI TO HIS WRITING STYLE
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What is Foundation Model?
Large Language Models (LLM): Foundation Model’s First Success Story
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Fig. 2. A foundation model can centralize the information from all the data from various modalities. This
one model can then be adapted to a wide range of downstream tasks.

A foundation model can be adapted to various task-specific models
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Image adapted from

https://arxiv.org/pdf/2108.07258.pdf%20 ARES CONFIDENTIAL / SENSITIVE NORMAL




The Story of Al for the Past 30 Years
Emergence & Homogenization enable Scale

@ % &

el g Deep @) Foundation Models "%%k y
‘ Learning . d.‘
Emergence of... “how” features functionalities
g Homogenization of...  learning algorithms architectures  models
= ¢ >
2
S 1990s 2010s 2020s
pS Logistic Convolutional GPT-3
& Regression Neural
Networks

* Emergence: Behavior of a system is implicitly induced rather than explicitly constructed
« Homogenization: Consolidation of methodologies for building machine learning systems
across a wide range of applications
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What is a Language Model?

A classic word guessing game

) W% P—— 1 '.
- Can you guess what the
next word is? '

Thank ! 5
t a) you

b) me

c) god ;

N e s el RNl
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Language Models: A Historical Perspective

Statistical n-grams (~90yrs) Neural Networks (~20 yrs)

Vector Representations

Self Supervised Learning
word2vec GLoVe BERT

SRILM
(Stolcke)

Shannon Jelinek at IBM Bengio

19131948 1975/76 1992 2002 2006 20122013 2014 20172018 20222023

Baker at Class-based RNN LM (Mikolov)

I\C/lﬁ:?r?: CMU n-grams (P. Brown) LSTM LM (Sundermeyeré _ Transformer LLM
uilding block of all examples
large language models
Parallel processing while
attending to key info 8
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Capabilities of Multilingual Large Language Models

Can LLMs do multicultural reasoning?

P HE
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Language

Reasoning Culture
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Humanity Runs on Coffee

Behind every succes.gfu( woman is insane amounts qf cqu‘ee
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Can LLMs Understand Multicultural Practices?
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Cultural Reasoning Example

Question

Which drink in Singapore has the highest calories?
(A) Teh O

(B) Teh Siew Dai

(C) Kopi

(D) Kopi C

Multicultural
Reasoning Steps

Multilingual Understanding

(Hokkien) Teh = Tea

(Cantonese) Siew Dai = Less Sweet/Sugar
(Malay) Kopi = Coffee
Cultural/Personal Preferences

Teh = Tea + Condensed Milk + Sugar

Teh O = Tea + Sugar Black tea (without milk; O transliteration of & in Hokkien)
Kopi = Coffee + Condensed Milk + Sugar

Kopi C = Coffee + Evaporated Milk + Sugar C: transliteration of “diluted, thin” in Mandarin (#/2f)
Reasoning with Dietary Knowledge

Condensed milk = Sweetened = Sugar was Added

Sugar = Calories

Pure Tea or Coffee = Almost No Calories

From Arabic roots: gahwah (3 33)

| (C) Kopi
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SeaEval Benchmark

*SeaEval consists of 28 datasets
* 6 new datasets + Consistency Metric
- Cultural comprehension
- Cross-lingual assessments
5 languages:

Language

S GLUE
|genc<>/‘.___‘LUE
Cross-MMLU

- English
AGiEval /Cgss-LogicQA - Chinese
| MMLU - Malay
% - Indonesian
\ ¢ [SeaEval - Viethamese
\ * 4 task types:

- Cultural Understanding

- Cross Lingual Consistency
- Complex Reasoning

- Standard NLP Tasks

_ 12,133 samples total
https://arxiv.org/abs/2309.04766 13
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https://arxiv.org/abs/2309.04766

Understanding the Boundaries of Multilingual LLMs

1. When instructions are paraphrased, do LLMs give the same answers?

2. For factual or scientific queries, will multilingual LLMs give consistent
answers across languages?

3. Do LLMs (still) suffer from exposure bias (e.g., position bias, majority label
bias)?

4. Can multilingual LLMs perform equally well on different languages?




Understanding the Boundaries of Multilingual LLMs

1. When instructions are paraphrased, do LLMs give the same answers?
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Standard Accuracy Metric
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Standard Accuracy Metric

Better Performance

T
A  Poorer Performance
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Assessing Performance by Extending to Semantics Dimension

What if | Paraphrase the Same Instructions Multiple Times?

Accuracy

A A - --- A

Expected Behavior

Semantics
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What if | Paraphrase the Same Instructions Multiple Times?

Accuracy

A A

Actual Behavior

Semantics

LLM Performance is Sensitive to Variations in Paraphrased Instructions
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Paraphrased Instructions Results in Varied Performance across

A—-LLaMA-2-7B —e=LLaMA-2-13B —¢=|LaMA-2-70B —a—ChatGPT

Temp.1 Temp.2 Temp.3 Temp.4 Temp.5

Figure 3: Performance on MMLU dataset with different
instruction templates.

21

This presentation s solely for the purpose o e ment. CREATING GROWTH, ENHANCING LIVES

Reproduction and distribution of this presentation, in parts or whole without permission is prohibited




Paraphrasing Instructions Makes LLM Answer Differently
Qualitative Example

Please choose the correct answer from the options
provided in the multi-choice question.

Question:
How many positive integers are factors of 120 and also
factors of 407?

Choices:
(A)1
(B) 3
(C) 4
(D) 8

Answer: (D) 8

Please select the correct answer for the multi-choice
question.

Question:
How many positive integers are factors of 120 and also
factors of 407?

Choices:
(A)1
(B) 3
(C) 4
(D) 8

Answer: (C) 4

Examples from LLaMA-2-70B

23
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Paraphrasing Instructions Makes LLM Answer Differently
Qualitative Example

Respond to the question by selecting the correct
answer.

Question:
What are the tallest trees on Earth?

Choices:

(A) Sitka Spruce

(B) Giant Sequoia

(C) Coast Redwood
(D) Coast Douglas Fir

Answer: (C) Coast Redwood

Examples from LLaMA-2-70B

Please answer the following multi-choice question by
selecting the correct option.

Question:
What are the tallest trees on Earth?

Choices:

(A) Sitka Spruce

(B) Giant Sequoia

(C) Coast Redwood
(D) Coast Douglas Fir

Answer: (B) Giant Sequoia

24
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Understanding the Boundaries of Multilingual LLMs

2. For factual or scientific queries, will multilingual LLMs give consistent
answers across languages?

25
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Assessing Performance by Extending to Multilinguality

What if | Ask the Same Question in Different Languages?
Accuracy

Expected Behavior for A2 ---A---A

Fact-Based, Scientific, Commonsense Questions

>
Multilinguality

26
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What if | Ask the Same Language in Different Languages?

Accuracy
A
A

Actual Behavior for | A A
Fact-Based, Scientific, Commonsense Questions A

Multilinguality

LLM Performance is Inconsistent Across Languages

27
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Assessing Performance by Extending to Semantics & Multilinguality

A Accuracy

» Semantics

Multilinguality 28
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Existing Metrics Overlook Variations in Semantics & Multilinguality
ChatGPT Performance on Cross-LogiQA

m Malay mIndonesian Spanish = Viethamese mChinese mEnglish

(%1
(0]

Accuracy

|Cross-LinguaI Consistency|

45

Englisp,
Chinese
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//ViEtnameSe
é anis agm -
. o Multilinguality
. M-alay
Semantics |Paraphrased Instructions 2 30
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Cross-Lingual Inconsistency for Language Understanding

Performance on Cross-MMLU dataset
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LLaMA-2-70B Baichuan-13B-Chat ChatGPT GPT-4
B Accuracy O Consistency BWAC3 @ Accuracy (Eng) Accuracy (Zho) @ Accuracy (Ind)
AC3: Harmonic Mean of Accuracy and Consistency

31

et CREATING GROWTH, ENHANCING LIVES
ission is prohibited



Cross-Lingual Inconsistency on Logical Reasoning

% ,
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a5

30

MW

15

LLaMA-2-70B Baichuan-13B-Chat ChatGPT GPT-4
B Accuracy [OConsistency BWAC3 @ Accuracy (Eng) @ Accuracy (Zho) Accuracy (Ind)

Figure 7: Detailed analysis on Cross-LogiQA dataset. The overall accuracy, consistency, and accuracy scores on
three language portions are shown.
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Quantifying Brittle Performance

A Spread of Inconsistence Performance

ELLaMA-65B @LLaMA-2-13B mLLaMA-2-70B mLLaMA-2-70B-Chat 0OBaichuan-13B-Chat = ChatGPT =GPT-4 |

N Cross Linguat Consistency . Languagg " Reasoning
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US-Eval

Cultural Understanding Machine Translation
Figure 5: Evaluation results of representative LLMs on a subset of SeaEval tasks. AC3 score and BLEU are reported

for Cross-MMLU and Singlish2English datasets, respectively, while Accuracy is shown for other datasets. The

error bar represents the performance range arising from five different instruction templates. 33
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Same Physics Question Asked in Different Languages

Non-English Models More Likely Wrong?

Language English Chinese Indonesian Spanish
Question Please choose the correct answer for | [EI%Z FE [FIE, EFIERER- Silakan pilih jawaban yang benar Por favor elija la respuesta correcta
the following question. S EETRER, HEOESE M | untuk pertanyaan berikut. para la siguiente pregunta.
When white light passes througha | EZFEZE? Ketika cahaya putih melewati sebuat | Cuando la luz blanca pasa a través
prism, the light that bends more than | (A) L/ prisma, cahaya manakah yang de un prisma, la luz que se desvia
green is? (B) HEH memiliki sudut deviasi lebih besar | mds que la verde es
(A) Red (C) BEEH daripada cahaya hijau? (A) Rojo
(B) Yellow (D) #AZ (A) Merah (B) Amarillo
(C) Blue (B) Kuning (C) Azul
(D) None of these (C) Biru (D) Ninguna de las anteriores
(D) Tak ada satupun
Answer The correct answer is: [-NEAREN:D) (D) Tak ada satupun La respuesta correcta es:
(C) Blue In English: (A) Red In English: (D) None of them (A) Rojo In English: (A) Red
Correctness | v X X X

This presentation is solely for the purpose of stated event.

ChatGPT Example from Cross-MMLU
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Same Physics Question Asked in Different Languages

Inconsistent Results across Languages

Language | Korean Malay Turkish German
Question o2 EAlo A 22 F& A Es| FA L. | Sila pilih jawapan yang betul untuk soalan berikut. | Liitfen asagidaki soru igin dogru cevabu segin. | Bitte wéihlen Sie die richtige Antwort fiir die
3 do] zgl&£S 5T, xEHT} Apabila cahaya putih melalui prisma, cahaya yang | Beyaz isik bir prizmadan gectiginde yesilden | folgende Frage. Welches Licht wird stérker
§ Wo| Z45 = 9We EAgYyrp membengkok lebih daripada hijau ialah daha fazla kinillan 151k gebeugt als griines Licht wenn weif3es Licht
(A) u-7} (A) Merah (A) kirmizidir durch ein Prisma fillt?
B) =% (B) Kuning (B) saridir (A) Rot
(C) 3+ (C) Biru (C) mavidir (B) Gelb
D) o] F o]v A% o} (D) Tiada satu pun daripada ini (D) Bunlardan higbiri (C) Blau
(D) Keine von diesen
Answer (C) 9} (A) Merah (C) mavidir (A) Rot
In English: (C) Blue In English: (A) Red In English: (C) Blue In English: (A) Red
Correctness | v X v X

ChatGPT Example from Cross-MMLU

This presentation is solely for the purpose of stated event.
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Same Physics Question Asked in Different Languages

Inconsistent Results across Languages

Language ‘ Thai | French Arabic

Question Tﬂimﬁanﬁmauﬁgnﬁmzim%’ummmiavlﬂﬁ Veuillez choisir la bonne réponse a la question suivante. 'L_)t” ‘JB"“'U nmall U’-?‘ e
Lﬁaumﬁmadmmumqﬂ%ﬁu waNNWnWaN | Lorsque la lumiére blanche traverse un prisme, la lumiére gyi:\“ s Yl sl e Lease
-nnhddofewennndidonanin qui se courbe plus que la verte est . . "Y‘ X j'\'fi s el e
(A) Juaq (A) Rouge U)& o ST e ,’Mj
(B) dmdaq (B) Jaune A1(4)
(C) @l (C) Bleue J.a..a’i (B)
) luifela (D) Aucune d’eux 3,51 (C)

Answer D) luisifiola (C) Bleue &JJ“ (c)
In English: (D) None of these In English: (C) Blue In English: (C) Blue

Correctness \ X | v v/

ChatGPT Example from Cross-MMLU

© 2021 A*STAR I2R
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Same Physics Question Asked in Different Languages

Inconsistent Results across Languages

Language | Tamil | Portuguese ‘ Vietnamese
Question Lﬂ;b‘l’ QJ@.LDGGB%G?T Sxﬂaéaarrm 6.=Iﬂu_IIT6‘OT Por fa;)or, 5scolga a ;"espbosta correta para a segu'inte Hay chon d4p 4n ding cho ciu héi sau.
L&lemevs 65 H61%5(h &S |LD. pergunta: Quando a luz branca passa por um prisma, - [ ¢ . 9 , R
GleueiTemerT 66Tl 6p(h Liflevuld euflwIms | qual das seguintes cores se dobra mais do que a cor I,<h1 aflh Saing traﬂg di qu? Ian% kinh thi .
QFsvayIl CLITE), LIFenE BInHens il | verde? anh fang l,ech n}neu hon dnh sidng xanh 1a
S|P &HLOTS 6UM6TTEGLD 6p6rf] (A) Vermelho (A) 4nh séng dé
(A) Hleulay (B) Amarelo (B) 4nh sédng vang
(B) Lo@h&6iT (C) Azul (C) 4nh sédng xanh da troi
? 3 g‘g—;@@ S Ry (D) Nenhuma destas (D) Khéng c6 c4i ndo trong sd niy
Answor (B) o@heeir (C) Azl (C) 4nh sing xanh da troi
In English: (B) Yellow In English: (C) Blue In English: (C) Blue
Correctness | X | v ‘ v

ChatGPT Example from Cross-MMLU

38
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Understanding the Boundaries of Multilinugal LLMs

3. Do LLMs (still) suffer from exposure bias (e.g., position bias, majority label
bias)?

39
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Exposure Bias in Classic NLP Tasks & Cultural Comprehension

When Labels in Test are Reshuffled, Performance Drops
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s 7, M RRARA HARAH
LLaMA-2-13B Alpaca-7B
| SG-Eval (unshuffled) ©SG-Eval @SST-2 (unshuffled) ©DSST-2 |
Cultural Understanding Sentiment Analysis
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Understanding the Boundaries of Multilingual LLMs

4. Can multilingual LLMs perform equally well on different languages?

41
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Models have not Attained Balanced Multilingual Capability

Language Understanding Cases

Performance on Cross-MMLU dataset

) 4 ) ) // %
/ T
- | 7 1
e n 7 .
LLaMA-2-70B Baichuan-13B-Chat ChatGPT GPT-4
B Accuracy O Consistency BWAC3 @ Accuracy (Eng) Accuracy (Zho) @ Accuracy (Ind)

AC3: Harmonic Mean of Accuracy and Consistency
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Models have not Attained Balanced Multilingual Capability

Logical Reasoning Cases
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LLaMA-2-70B Baichuan-13B-Chat ChatGPT GPT-4
B Accuracy [ Consistency ®AC3 Accuracy (Eng) @ Accuracy (Zho) Accuracy (Ind)

15

Figure 7: Detailed analysis on Cross-LogiQA dataset. The overall accuracy, consistency, and accuracy scores on
three language portions are shown.
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Catastrophic Forgetting in Multilingual Models after English Instruction Tuning

85

70

55

25

10

ELLaMA-65B @LLaMA-2-13B mLLaMA-2-70B mLLaMA-2-70B-Chat 0OBaichuan-13B-Chat = ChatGPT =GPT-4

Cross-MMLU (AC3)

SG-Eval US-Eval

MMLU

85
70

55

25

10

C-Eval

2l |

Singlish2English (BLEU)

Figure 5: Evaluation results of representative LLMs on a subset of SeaEval tasks. AC3 score and BLEU are reported
for Cross-MMLU and Singlish2English datasets, respectively, while Accuracy is shown for other datasets. The
error bar represents the performance range arising from five different instruction templates. 44
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Key Findings

1. When instructions are reworded, LLM often gives different answers

2. For factual or scientific queries, one would anticipate consistent answers
across languages. However, many models fail to provide such consistency.

3. Many models still suffer from exposure bias (e.g., position bias, majority
label bias)

4. Multilingually-trained models have not attained balanced multilingual
capabilities

https://arxiv.org/abs/2309.04766 45
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Conclusion

 Our endeavors underscore the need
for more generalizable semantic
representations and enhanced
multilingual contextualization

Language

o i GLUE
0B _ &~ T —quue
Cross-MMLU

(R 2

| C-Eval

\ & [SeaEval

\ CMMLU

 SeaEval can serve as a launchpad
for in-depth investigations for
multilingual and multicultural

evaluations
o O
\W_Xihe 18
https://arxiv.org/abs/2309.04766 2 ¥
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