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• IEEE SPS Distinguished Lecturer 2023, Program Chair 
for ICLR 2023, Singapore 100 Women in Tech 2021, 
ISCA Board, APSIPA Board of Governers

• 20+ yrs research experience in speech and language 
processing, machine learning

• Supervised 100+ students and staff
• Work experience at MIT Lincoln Lab, USA and 

A*STAR, Singapore
• Technology translation: Government deployment, spin-

off companies, IP licensing
• Advisor & tech consultant to startups and multinationals 

A bit about myself

Nancy F. Chen



3

© 2021 A*STAR I2R
This presentation is solely for the purpose of stated event.

Reproduction and distribution of this presentation, in parts or whole without permission is prohibited

Team Members and Contributors of SeaEval
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Doreamon predicted Generative AI 44 years ago?!
[read from right to left, top to bottom]
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What is Foundation Model?
Large Language Models (LLM): Foundation Model’s First Success Story

A foundation model can be adapted to various task-specific models

Multimodal

Image adapted from
https://arxiv.org/pdf/2108.07258.pdf%20



6
ARES CONFIDENTIAL / SENSITIVE NORMAL

The Story of AI for the Past 30 Years
Emergence & Homogenization enable Scale

2010s
Convolutional 

Neural
Networks

1990s
Logistic

Regression

2020s
GPT-3

• Emergence: Behavior of a system is implicitly induced rather than explicitly constructed
• Homogenization: Consolidation of methodologies for building machine learning systems 

across a wide range of applications
Image adapted from
https://arxiv.org/pdf/2108.07258.pdf%20
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What is a Language Model?

A classic word guessing game

Can you guess what the 
next word is?

Thank _____! 
a) you
b) me
c) god

Restricted
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Language Models: A Historical Perspective

1913

Markov
Chains

1948

Shannon

1975/76

Baker at
CMU

1992

Class-based
n-grams (P. Brown)

2002

SRILM
(Stolcke)

2006

Bengio 

2012

RNN LM (Mikolov)
LSTM LM (Sundermeyer)

2013 2014

word2vec GLoVe

2017

Transformer

2018
GPT

2022

ChatGPTJelinek at IBM

Statistical n-grams (~90yrs) Neural Networks (~20 yrs)

Building block of all 
large language models

Parallel processing while 
attending to key info

Restricted

Vector Representations

BERT
Self Supervised Learning 

GPT-4
2023

LLM
examples



9

© 2021 A*STAR I2R
This presentation is solely for the purpose of stated event.

Reproduction and distribution of this presentation, in parts or whole without permission is prohibited

Capabilities of Multilingual Large Language Models

Can LLMs do multicultural reasoning?

Language

Reasoning Culture
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Humanity Runs on Coffee

Behind every successful woman is insane amounts of coffee



11

© 2021 A*STAR I2R
This presentation is solely for the purpose of stated event.

Reproduction and distribution of this presentation, in parts or whole without permission is prohibited

Can LLMs Understand Multicultural Practices?
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Cultural Reasoning Example

From Arabic roots: qahwah )ةوَھْقَ(

Black tea (without milk; O transliteration of 烏 in Hokkien)

C: transliteration of “diluted, thin” in Mandarin (稀/细)
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SeaEval Benchmark 
•SeaEval consists of 28 datasets 

• 6 new datasets + Consistency Metric
- Cultural comprehension
- Cross-lingual assessments

• 5 languages: 
- English
- Chinese 
- Malay
- Indonesian
- Vietnamese

• 4 task types:
- Cultural Understanding
- Cross Lingual Consistency
- Complex Reasoning
- Standard NLP Tasks

• 12,133 samples total

 
https://arxiv.org/abs/2309.04766

https://arxiv.org/abs/2309.04766


15

© 2021 A*STAR I2R
This presentation is solely for the purpose of stated event.

Reproduction and distribution of this presentation, in parts or whole without permission is prohibited

1. When instructions are paraphrased, do LLMs give the same answers?

2. For factual or scientific queries, will multilingual LLMs give consistent 
answers across languages? 

3. Do LLMs (still) suffer from exposure bias (e.g., position bias, majority label 
bias)?

4. Can multilingual LLMs perform equally well on different languages?

Understanding the Boundaries of Multilingual LLMs
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1. When instructions are paraphrased, do LLMs give the same answers?

2. For factual or scientific queries, will multilingual LLMs give consistent 
answers across languages? 

3. Do LLMs (still) suffer from exposure bias (e.g., position bias, majority label 
bias)?

4. Can multilingual LLMs perform equally well on different languages?

Understanding the Boundaries of Multilingual LLMs
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Standard Accuracy Metric 
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Standard Accuracy Metric 

Better Performance

Poorer Performance
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Assessing Performance by Extending to Semantics Dimension

What if I Paraphrase the Same Instructions Multiple Times?

Semantics

Accuracy

Expected Behavior
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What if I Paraphrase the Same Instructions Multiple Times?

Semantics

Accuracy

Actual Behavior

LLM Performance is Sensitive to Variations in Paraphrased Instructions
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Paraphrased Instructions Results in Varied Performance across 

LLMs
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Paraphrasing Instructions Makes LLM Answer Differently
Qualitative Example

Please choose the correct answer from the options 
provided in the multi-choice question.

Question:
How many positive integers are factors of 120 and also
factors of 40?

Choices:
(A) 1
(B) 3
(C) 4
(D) 8

Answer: (D) 8

Please select the correct answer for the multi-choice 
question.

Question:
How many positive integers are factors of 120 and also
factors of 40?

Choices:
(A) 1
(B) 3
(C) 4
(D) 8

Answer: (C) 4
Examples from LLaMA-2-70B
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Paraphrasing Instructions Makes LLM Answer Differently
Qualitative Example

Respond to the question by selecting the correct 
answer.

Question:
What are the tallest trees on Earth?

Choices:
(A) Sitka Spruce
(B) Giant Sequoia
(C) Coast Redwood
(D) Coast Douglas Fir

Answer: (C) Coast Redwood

Please answer the following multi-choice question by 
selecting the correct option.

Question:
What are the tallest trees on Earth?

Choices:
(A) Sitka Spruce
(B) Giant Sequoia
(C) Coast Redwood
(D) Coast Douglas Fir

Answer: (B) Giant Sequoia

Examples from LLaMA-2-70B
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1. When instructions are paraphrased, do LLMs give the same answers?

2. For factual or scientific queries, will multilingual LLMs give consistent 
answers across languages? 

3. Do LLMs (still) suffer from exposure bias (e.g., position bias, majority label 
bias)?

4. Can multilingual LLMs perform equally well on different languages?

Understanding the Boundaries of Multilingual LLMs
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Assessing Performance by Extending to Multilinguality

What if I Ask the Same Question in Different Languages?

Multilinguality

Accuracy

Expected Behavior for
Fact-Based, Scientific, Commonsense Questions
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What if I Ask the Same Language in Different Languages?

Multilinguality

Accuracy

LLM Performance is Inconsistent Across Languages

Actual Behavior for
Fact-Based, Scientific, Commonsense Questions



28

© 2021 A*STAR I2R
This presentation is solely for the purpose of stated event.

Reproduction and distribution of this presentation, in parts or whole without permission is prohibited

Assessing Performance by Extending to Semantics & Multilinguality

Semantics

Multilinguality

Accuracy
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Existing Metrics Overlook Variations in Semantics & Multilinguality

ChatGPT Performance on Cross-LogiQA 

ChatGPT Performance on Cross-LogiQA 

Semantics

Multilinguality
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Cross-Lingual Inconsistency for Language Understanding

Performance on Cross-MMLU dataset

AC3: Harmonic Mean of Accuracy and Consistency
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Cross-Lingual Inconsistency on Logical Reasoning
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Quantifying Brittle Performance

A Spread of Inconsistence Performance

Machine Translation

ReasoningLanguage 
Understanding

Cross Lingual Consistency

Cultural Understanding
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Same Physics Question Asked in Different Languages 

Non-English Models More Likely Wrong?

ChatGPT Example from Cross-MMLU
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Same Physics Question Asked in Different Languages 

Inconsistent Results across Languages

ChatGPT Example from Cross-MMLU
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Same Physics Question Asked in Different Languages 

Inconsistent Results across Languages

ChatGPT Example from Cross-MMLU
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ChatGPT Example from Cross-MMLU

Same Physics Question Asked in Different Languages 

Inconsistent Results across Languages
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1. When instructions are paraphrased, do LLMs give the same answers?

2. For factual or scientific queries, will multilingual LLMs give consistent 
answers across languages? 

3. Do LLMs (still) suffer from exposure bias (e.g., position bias, majority label 
bias)?

4. Can multilingual LLMs perform equally well on different languages?

Understanding the Boundaries of Multilinugal LLMs
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Exposure Bias in Classic NLP Tasks & Cultural Comprehension

Sentiment AnalysisCultural Understanding

When Labels in Test are Reshuffled, Performance Drops
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2. For factual or scientific queries, will multilingual LLMs give consistent 
answers across languages? 

3. Do LLMs (still) suffer from exposure bias (e.g., position bias, majority label 
bias)?

4. Can multilingual LLMs perform equally well on different languages?

Understanding the Boundaries of Multilingual LLMs
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Models have not Attained Balanced Multilingual Capability
Language Understanding Cases

Performance on Cross-MMLU dataset

AC3: Harmonic Mean of Accuracy and Consistency
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Models have not Attained Balanced Multilingual Capability

Logical Reasoning Cases
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Catastrophic Forgetting in Multilingual Models after English Instruction Tuning
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1. When instructions are reworded, LLM often gives different answers

2. For factual or scientific queries, one would anticipate consistent answers 
across languages. However, many models fail to provide such consistency.

3. Many models still suffer from exposure bias (e.g., position bias, majority 
label bias)

4. Multilingually-trained models have not attained balanced multilingual
capabilities

Key Findings

https://arxiv.org/abs/2309.04766

https://arxiv.org/abs/2309.04766
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• Our endeavors underscore the need
for more generalizable semantic
representations and enhanced
multilingual contextualization

• SeaEval can serve as a launchpad
for in-depth investigations for
multilingual and multicultural
evaluations

Conclusion 

https://arxiv.org/abs/2309.04766

https://arxiv.org/abs/2309.04766

